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Abstract

Recent years have seen an increased interest in cloth simulation. There has been

little analysis, however, of the parameters controlling simulation behaviour. In this

thesis, we present two primary contributions. First, we discuss a series of exper-

iments investigating the influence of the parameters of a popular cloth simulation

algorithm. Second, we present a system for motion capture of deformable surfaces,

most notably moving cloth, including both geometry and parameterisation. This

data could subsequently be used for the recovery of cloth simulator parameters. In

our motion capture system, we recover geometry using stereo correspondence, and

use the Scale Invariant Feature Transform (SIFT) to identify an arbitrary pattern

printed on the cloth, even in the presence of fast motion. We describe a novel seed-

and-grow approach to adapt the SIFT algorithm to deformable geometry. Finally,

we interpolate feature points to parameterise the complete geometry.
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Chapter 1

Introduction

Over the past several years, interest in computer simulated cloth algorithms has

grown steadily. Recent advances in simulation algorithms allow complex and realistic

looking cloth to be simulated for use in the motion picture industry. Unfortunately,

it remains quite difficult to adjust the parameters of these simulations to match a

given real world cloth material.

It may be possible to acquire motion data for moving cloth, and subsequently

recover the cloth simulation parameters that best fit this motion data. A recent

paper [11] investigated this possibility, but used only 3D geometry data for the

recovery. Better simulation parameter recovery would be possible if motion data

contained information about stretching, shearing and bending of the cloth, and if

occlusions due to folds could be better understood.
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Figure 1.1: Overview of cloth motion capture system.
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In this thesis, we present a new method for measuring the 3D geometry and

surface parameterisation of moving cloth, captured from a stereo video sequence.

Stretching, shearing and bending could be calculated from the data we measure,

and it may also be possible to recover cloth simulation parameters.

In Chapter 2, the previous work is discussed including papers in cloth simu-

lation, cloth parameter recovery and cloth motion capture. Chapter 3 contains an

analysis of the influence of simulator parameters on a popular cloth simulation al-

gorithm. The subsequent chapters deal with various stages of the new cloth motion

capture algorithm, as shown in Figure 1.1. Chapter 4 describes the disparity map

construction, Chapter 5 describes the recovery of a surface parameterisation of the

cloth, and Chapter 6 demonstrates the results obtained by the cloth motion capture

algorithm. The thesis closes with some conclusions and future work in Chapter 7.

Some of this material has been published previously in a different form.

Chapters 5 and 6 were originally part of a paper entitled Cloth Motion Capture [88]

written with Wolfgang Heidrich.
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Chapter 2

Previous Work

2.1 Cloth Simulation

Cloth simulation has been a topic of active research in the computer graphics com-

munity since it was introduced by Terzopolous et al. [102] in 1987. We refer the

reader to Bridson’s Ph.D. thesis [18] for an excellent overview of recent papers in the

field, and to the second chapter [14] of Breen and House’s book [52] for a broader

overview of the modelling techniques used in the cloth simulation literature. See

also Ng and Grimsdale’s survey paper [82] for a more complete review of early cloth

simulation methods. Each of these sources has a distinct interpretation, and we

personally tend to agree more with Bridson’s analysis than with Breen’s approach.

Most cloth simulation techniques can be classified into three general groups:

elastic deformation models, particle-based models and finite element (or continuum

mechanics) models. We refer the reader to [5, 38, 39, 103, 114, 117].

Feynman [42] treated cloth draping using a thin plate flexure model in his

1986 thesis. He modelled cloth as a grid of points, invented his own energy expres-

sions for internal strain and bending resistance and then minimised the energy using

a multigrid method.

In their 1987 and 1988 papers [101, 102], Terzopolous et al. considered a

range of types of deformable surfaces, including cloth. They gave a broad intro-
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duction to the theory of elasticity, and referred readers to texts in the calculus of

variations. For their simulation, they used differential equations of motion and an

implicit integration scheme, and they discretised the equations using a regular grid.

In 1992, Breen et al. [13, 15, 53] adopted a different formulation for cloth.

They minimised energy functions in a manner similar to Feynman, but their energies

were not derived from the assumption that cloth is a continuous flexible material, nor

did they use elastic shells. Instead, they modelled the static drape of cloth using a

set of interacting particles, and insisted that cloth is a mechanism, not a continuum.

Each particle is intended to represent the crossing-point of warp and weft threads.

This interpretation is problematic, since it makes computation intractable if every

thread crossing-point must be simulated. In their demonstrations, a large tablecloth

was modelled using a small number of particles (51×51), much less than the number

needed to represent every thread crossing-point.

One interesting aspect of Breen et al.’s system was their consideration of

material properties [16, 17]. They used a Kawabata [66] system to measure the

physical properties of real cloth, and used these material properties directly in their

cloth simulation model. They observed that shearing behaviour (which they called

trellising) was responsible for much of the differences between materials, and for

maintaining constant surface area. Later work with DeVaul [34, 54] extended the

Breen algorithm to include dynamic motion. Finally, this group has also had exten-

sive contact with the textile research community, including publication in journals

in that field.

Members of MIRAlab have studied the problem of generating clothes for

virtual actors over the last decade. The earliest contribution of researchers at MI-

RALab was Carignan et al.’s synthesis of a full set of clothing on a digital character

in a 1992 paper [25], which was a first for computer graphics at the time. This paper

described collision processing and garment panel stitching, and used Terzopolous’

dynamics with added damping forces. In 1995, Volino et al. [107] represented the
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cloth mechanics using an elastic deformation model, but removed topological re-

strictions on the model by allowing an unstructured triangle mesh; a later 1997

paper [108] simplified their approach. More recent papers from the lab have cov-

ered a range of topics, including a comparison of integration methods [110], collision

detection [109] and many other subjects [30, 47, 111].

In a 1995 paper, Provot [89, 90] used a mass-spring model for cloth, which

he correctly identified as a variant of the elastic deformation models. Provot made

the important observation that traditional methods of cloth simulation produce a

“rubbery” appearance in the cloth motion. To get around this, most users set a

high spring stiffness, but explicit integration of the resulting stiff system is slower.

He introduced an ad hoc method to keep spring lengths constant, greatly reducing

the elastic appearance of cloth motion. Provot also treated collision response in a

later paper [91].

Researchers at the University of Tübingen have been studying cloth since the

mid-1990s. Eberhardt et al. [37] improved Breen’s method to include cloth motion.

A later paper by Eberhardt [35] studied implicit-explicit schemes for animation

using particle systems, while papers by Hauth et al. [49, 50, 51] compared the

performance of a range of numerical methods and preconditioners. In an upcoming

paper, Etzmuß et al. [40] establish a connection between continuum mechanics and

particle systems. Finally, Etzmuß et al. [41] and Mezger et al. [79, 80, 81] studied

collision response in some detail, and Eberhardt et al. [36] studied knit fabrics.

More recently, a 1998 paper by Baraff and Witkin [6, 7] returned to the

approach of Terzopolous et al., and introduced a new, more efficient technique for

animating cloth and clothing. One major contribution of their scheme was an im-

plicit integration scheme using a conjugate gradient solver. Since Terzopolous’ work,

researchers had used explicit integration schemes, leading to either “rubbery” cloth

movement or a stiff system that was hard to solve, as observed by Provot. By using

an implicit scheme, Baraff and Witkin were able to take large timesteps and avoid
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“rubbery” looking cloth. Baraff and Witkin’s system also included position and

velocity constraints on individual nodes, and they followed Volino’s lead by using

an unstructured triangular mesh. Their force model was based on energy functions,

with bend forces calculated using the dihedral angle between adjacent triangles.

They simulated cloth with more nodes than previous work, demonstrating one exam-

ple with 8800 vertices. Unfortunately, their bending model and integration scheme

required the introduction of nonphysical damping terms to reduce instability, and

their system tended to remove fine wrinkles and geometric detail in the cloth.

Baraff and Witkin later extended [8] their system to solve the problem

of cloth tangles when self-intersection occurs in character animation. Ascher and

Boxerman [4] improved the efficiency of Baraff and Witkin’s integration scheme,

and demonstrated the convergence of their modified conjugate gradient method.

Desbrun et al. [32, 33, 78] made major approximations to Baraff and Witkin’s model

to achieve realtime performance with a coarse cloth discretisation, and Kang et

al. [61, 62, 63, 64, 65] made further approximations for the sake of speed.

Choi and Ko [27] addressed the issue of buckling in cloth. In their 2002 pa-

per, they observed that the behaviour of cloth is quite different under compressive

and tensile forces. Cloth strongly resists a tensile force, acting like a stiff spring to

preventing stretching. Under a compressive load, however, it prevents compression

by buckling. Choi and Ko used a heuristic model of the post-buckling shape of

cloth, and introduced a more complicated spring model to separate compressive and

tensile forces. They used an implicit integration scheme for efficient computation,

but unfortunately required a structured rectangular mesh. A recent paper [28] ad-

dressed this limitation by extending their model to triangular meshes, and discussed

instabilities in traditional formulations of shear forces.

Bridson et al. [19] initially tackled cloth collision processing. Most of their

2002 paper dealt with collision detection and response, and also with friction. To

process the collisions, they also introduced a new integration scheme similar to cen-
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tral time differencing. They also adopted and corrected some of Provot’s techniques.

In a recent 2003 paper [20], Bridson et al. treated problems more directly

related to cloth simulation, focusing particularly on the preservation of wrinkles.

They noted that fine tessellation of the cloth surfaces required small timesteps when

damping forces were treated with an explicit integration scheme. To resolve this,

they proposed an implicit integration scheme for damping forces combined with

an explicit integration scheme for internal cloth dynamics, which also avoided the

excessive damping of wrinkles seen in Baraff and Witkin’s work. In the same paper,

Bridson et al. introduced a new bending model, based on the angle between adjacent

triangles in a manner similar to Baraff and Witkin. Much of their simulation model

is similar to Baraff and Witkin’s approach, except for a separated treatment of

compression and tensile forces, an approach first used by Choi and Ko. They also

treated further details of collision processing.

There have been a wide range of other interesting papers touching on cloth

simulation. Van Gelder et al. [104, 105] examined the relation between mass-spring

models and elasticity theory. Parks and Forsyth [85] studied the generalised-α in-

tegration scheme. Hutchinson et al. [56], Zhang et al. [116], Volkov et al. [112]

and Villard et al. [106] have studied adaptive refinement techniques. Aono et

al. [1, 2, 3] studied the novel problem of “dart insertion” in the aerospace industry,

where cloth must precisely fit a particular surface shape without wrinkles. Li et

al. [70, 71, 72, 73, 74] studied the motion of cloth in an air flow. Xu et al. [113]

used a specialised rod-based model model to simulate curtain motion. Romero et

al. [92, 93, 94] and Lario et al. [67, 68] considered parallel algorithms for cloth

simulation, and Zara et al. [115] looked at solving cloth simulation using a cluster.

Fuhrmann et al. [43], Mezger et al. [79, 80, 81] and Huh et al. [55] all studied collision

detection in cloth simulation.
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2.2 Simulation Parameter Recovery

Louchet et al. [75] were the first to attempt to recover cloth simulation parameters

from motion data. They assumed that some unspecified vision system would provide

their input data, which consisted of 3D positions of gridpoints on the cloth; for

their tests, they used synthetic data. They used a genetic algorithm to solve an

optimisation problem, yielding five unknown cloth simulation parameters. Their

cloth simulator was a simple mass-spring system, and their input data was essentially

a combination of geometric and parametric (fixed gridpoint) information.

Jojic [57, 58, 59, 60] considered static draped cloth, whose shape is captured

via a range scanner. The cloth range data was treated as a solid surface, and a cloth

simulation was run to drape the cloth over the range data. An external force was

applied to attract the cloth to the range data. The process was then repeated using

different parameters until a solution was found, using an optimisation approach.

For the cloth simulation, he used a simple mass-spring model. His error metric in

the optimisation process included only distance from the range data.

Jojic’s approach had several limitations. First, he treated only static sim-

ulation parameters and did not consider dynamic movement of cloth, although his

approach might be extended to include dynamic behaviour. Second, he only made

use of the cloth’s geometry, and did not incorporate surface parameterisation data,

apart from the manually detected corners of the cloth. Third, he made several

assumptions about the cloth drape, including a known drape configuration (e.g.,

known underlying geometry). Finally, his results were mostly synthetic and were

not very convincing, and he did not attempt to work with a range of fabrics.

Bhat et al. [11] adopted the same general framework as Jojic, using an op-

timisation technique to fit simulation parameters to range data. Their input was

a video sequence under structured light, and they did consider dynamic behaviour,

such as damping parameters. Their error metric was based on the fit to the video

data, using both silhouette matching and a thresholded “angle map” representing re-
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gions of high curvature or discontinuities. They used the cloth simulation algorithm

introduced by Baraff and Witkin [6], but were forced to use explicit integration to

avoid excessive damping. They also noted some problems with scale invariance of

parameters in Baraff and Witkin’s model, and suggested a new model for air drag

forces.

Like Jojic, Bhat et al. did not make use of surface parameterisation in their

optimisation, although they did present some useful data about the optimisation

space. They did study a range of real-world fabrics, and also tested the generalisation

of their measurements by synthesising new motion using the estimated parameters.

Finally, they presented a comparison of complex synthesised motion and real cloth

movement, although the results were not very convincing.

The effectiveness of Bhat et al.’s error metric is very unclear. In Figure 3

of their paper, they show angle map error as a function of the bend and stretch

parameters, varied over one order of magnitude. In this figure, error seems to

be almost independent of the bend parameter, implying that they cannot reliably

measure this parameter. In Figures 8 and 9, they have a good match between the

simulated cloth and the captured video of static cloth. In Figure 10, however, the

match is much poorer for moving cloth.

It is difficult to evaluate the quality of the results obtained by either Jojic

or Bhat et al. Both show clear discrepancies between the physical data and the

simulation, but it is hard to determine whether these errors are due to their own

methods, or due to the cloth simulation system used in their inner simulation loop.

Bhat et al. describe some problems with the damping model used by Baraff and

Witkin’s cloth simulation, and similar issues have been discussed at length in the

cloth simulation community.

Both Jojic and Bhat et al. relied only on 3D geometric data. This data

should contain information about folds and wrinkles in the cloth, but cannot capture

local internal deformation such as stretching and shearing. Consequently, they were
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able to measure the relative strength of bend forces, but should have had difficulty

determining the strength of stretch and shear forces. Naturally, stretch and shear

forces will have some impact on the global shape and drape of the cloth, but much

of the effects will be hard to detect using only geometric data. Finally, without

parametric information it is very difficult to deal with occluded regions of the cloth.

Near a fold, it is impossible to tell how much fabric is contained in the occluded

region without parametric information.

Consequently, our measurement of both geometric and parametric data is a

valuable contribution to the cloth parameter measurement problem.

2.3 Cloth Capture

The computer vision community has shown interest in recovering the motion of

non-rigid surfaces, such as cloth.

The work of Guskov et al. [44, 46] is most relevant to the problem of cloth

parameterisation. Guskov used cloth with a checkered pattern printed on it, and

he tracked the corners of the quads to recover sparse parametric information. In

a recent paper [45], he extended his earlier work to include 3D reconstruction of

the surface geometry using multiple cameras. His system was targeted at real-time

performance, and could not capture a large number of feature points. His accuracy

degraded as the size of the quads drops below 20 × 20 pixels. Furthermore, he

could not use stereo correspondence to recover detailed geometry, since his checkered

pattern lacks high-frequency texture.

Torresani et al. [103] used rank constraints on optical flow to track fea-

tures and reconstruct 3D geometry from monocular video data. They showed some

promising results for human torso, face and shoe motion, but did not attempt the

more challenging problem of cloth tracking. Their tracking approach would still

require a recognition phase to form an initial correspondence between features and

parametric (u, v) positions.
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Carceroni [23, 24] attempted the extremely difficult task of recovering 3D

shape, reflectance and non-rigid motion of a dynamic scene using a surfel model.

His results were quite promising, demonstrating the tracked position and velocities

of a sheet of patterned cloth under reasonably quick motion. His approach dealt

reasonably well with difficult problems such as occlusion. Like Torresani et al.,

Carceroni’s approach would still require an initial recognition phase to establish the

starting (u, v) correspondence.

Each of these methods suffers from one common failing: a relatively small

number of features is tracked. Our approach tracks an order of magnitude more

features than any of the previous work. Finally, all of the previous work tackled the

motion tracking problem, while our approach is more of a recognition method. As

a result, we do not need any temporal history to allow recognition of features in an

arbitrary deformed state.

There have been a number of less directly relevant efforts at cloth capture.

Haddon and Forsyth [48] tracked the formation of folds and wrinkles in video se-

quences, but did not recover geometry or parameterisation. Ruiz and Buxton [95]

attempted to improve the capture of fine wrinkles in static cloth geometry, but

ignored parameterisation.

11



Chapter 3

Cloth Simulation Experiments

As part of our investigation of cloth simulation parameters, we wrote a cloth sim-

ulator. We implemented the simulator described by Baraff and Witkin [6], and

released the software publicly with the name Freecloth. In Section 3.1, we discuss

some corrections to Baraff and Witkin’s paper. Using this simulator, we investigated

the influence of each of the simulator’s parameters. Details of this are discussed in

Section 3.2.

3.1 Cloth Simulator

For our experiments, we used a simulator based on the approach of Baraff and

Witkin. However, we modified their approach to include corrections made by other

researchers, as well as improvements based on our own insights. Our implementation

of Baraff and Witkin’s algorithm included Ascher and Boxerman’s corrections [4] to

the modified preconditioned conjugate gradient algorithm, as well as their improved

preconditioner.

Bhat et al. [11] noted issues with Baraff and Witkin’s air drag formulation,

and suggested corrections. We did not implement these corrections to air drag in

our own cloth simulator. They also observed problems with excessive damping using

the first-order implicit Euler time integration scheme used by Baraff and Witkin.

12



We note here a few corrections of our own. In particular, Baraff and Witkin’s

parameters are not scale-invariant. If a mesh is subdivided while all parameters are

kept constant, the shape of the cloth changes substantially, beyond what would be

expected through the simple introduction of a few edges for bending.

Baraff and Witkin defined forces in terms of what they called condition func-

tions (C), which are closely related to energy (E):

E =
k

2
CTC (3.1)

They defined separate energies for stretching, shearing and bending. They presented

a correct argument for keeping the bend condition function independent of triangle

area, but defined the stretch and shear condition functions to be directly propor-

tional to triangle area. Consequently, the stretch and shear energies are proportional

to the square of the triangle area. If a triangle is refined in a standard 1-to-4 split,

the total energy of the four new triangles will be one quarter of the original energy.

Since bend and gravity energies are independent of tessellation, this makes stretch

and shear forces relatively weak at higher tessellations, and dramatically changes

the shape of the cloth drape as the cloth is refined.

We recommend modifying Baraff and Witkin’s condition functions to be

proportional to the square root of the triangle area, making the energies directly

proportional to triangle area. The stretch condition function in Baraff and Witkin’s

equation (10) should be changed to use the square-root of the area,

C(x) =
√

a





||wu(x) − bu||
||wv(x) − bv||





and the shear condition in section 4.3 of their paper should be likewise be changed,

C(x) =
√

awu(x)Twv(x).

This will make the cloth simulation parameters independent of mesh tessellation.

Bhat et al. independently made the same observation.
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Finally, in equation (11) of Baraff and Witkin’s paper, damping forces are

calculated using Ċ(x), which they defined as

Ċ(x) =

(

∂C(x)

∂x

)T

ẋ.

Correct partial differentiation of Ċ(x) should give

Ċ(x) =
∑

m

(

∂C(xm)

∂xm

)T

ẋm,

where m ranges over all particles influencing C. This was likely the authors’ intent,

but it is unclear (and even a little misleading) in their paper.

3.2 Influence of Parameters

For some cloth simulation algorithms [17], the relationship between the simulator’s

parameters and the mechanical behaviour of real cloth has been well-established.

However, Baraff and Witkin’s simulator has not been subjected to such study, and

it is not intuitively obvious how the simulator’s parameters affect cloth motion, or

how they interact. We set out to investigate the effect of the individual parameters

on cloth movement.

Bhat et al. [11] are the only authors to present plausible parameter values

for Baraff and Witkin’s cloth simulator. The base values used in our simulation

are shown in Table 3.1. Bhat et al. used a different drag model, and did not use

the MPCG algorithm or adaptive time stepping requiring a stretch limit. They did

report stretch, shear and bend resistances and damping parameters that were within

an order of magnitude of the parameters we used.

To evaluate the influence of the individual parameters, a series of simulations

was performed. The setup involved the draping of a tablecloth over a circular table.

The cloth was modelled as a square sheet of 66 × 66 square patches with a regular

split into triangles. In each experiment, only a single parameter was varied, and a

number of statistics were recorded, including the appearance of the cloth and the
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Parameter Symbol Value
Stretch resistance kst 100
Shear resistance ksh 10
Bend resistance kb 1.0 × 10−5

Stretch damping dst 20
Shear damping dsh 2
Bend damping db 2.0 × 10−6

Air drag ka 0.1
MPCG tolerance 0.01
stretch limit 5.0 × 10−5

Table 3.1: Parameter values for the modified scale invariant version of Baraff and
Witkin’s simulator.

(a) Stretch energy (b) Shear energy (c) Bend energy (d) Combined

Figure 3.1: Stretch, shear and bend energies are combined as the red, green and
blue channels of a single image to visualise the overall energy distribution during
cloth simulation.

spatial distribution of stretch, shear and bend energy in the cloth. In the results

that follow, spatial energy distributions are visualised by encoding the logarithm

of the stretch, shear and bend energies in the red, green and blue channels of the

image respectively, as shown in Figure 3.1.

The experiments were limited to a single drape configuration, and only one

parameter was changed at a time. Consequently, we can draw few substantial con-

clusions about the general behaviour of Baraff & Witkin’s cloth model; we limit this

section to our observations.

3.2.1 Number of patches

The effect of changing the discretisation of the cloth surface is demonstrated in

Figure 3.2. In this particular tablecloth example, it appears that 66× 66 patches is
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a sufficiently fine discretisation for a reasonable simulation. Both the final drape and

the energy profile are very similar for the 66× 66 case and the much finer 132× 132

example.

It is interesting to observe the changing energy profile in lower tessellation

examples. When the surface was discretised coarsely, the cloth was very limited

in its ability to bend, and was consequently forced to shear substantially. With

finer discretisations, bending rose slightly and shearing dropped dramatically. The

only real difference between the finest discretisations was a slight change in bending

behaviour.

Clearly, the appropriate level of discretisation is highly application-depend-

ent. A discretisation of 66 × 66 was sufficient for this tablecloth, but might be a

poor choice for a complicated piece of clothing with finer wrinkles and many regions

of high curvature.

3.2.2 Timestep

Large timesteps are known to introduce numerical damping, as demonstrated here.

In this experiment a fixed timestep was used, and the damping impact can be seen

in the mid-swing pose of the cloth shown in Figure 3.3 and also in the energy graph.

Baraff and Witkin’s goal of using large timesteps will clearly also force the cloth

motion to be damped.

In terms of cloth parameter recovery, this result is quite significant. It implies

that cloth parameters can only be reused in other simulations operating at the same

timescale—if at all. Clearly, this behaviour needs further study if cloth parameter

recovery is to be practical.

When using adaptive timestepping, varying amounts of damping were in-

troduced into the system as the timestep grew and shrank, making it difficult to

compare results between different trials. To reduce the effect of this behaviour,

timesteps were kept small (5 ms) in the experiments that follow.
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Figure 3.2: Impact of discretisation on tablecloth drape and energy distribution.
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Figure 3.3: Impact of timestep on drape and energy distribution.
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3.2.3 Stretch, shear and bend resistance

The effect of changing the cloth’s resistance to stretch, shear and bend is demon-

strated in Figures 3.4–3.6.

Changes to the stretch resistance had little effect on the movement of the

cloth. The final drape and the transient motion were essentially unaffected over

a wide range of values, although the total stretch energy stored in the cloth did

change. With higher stretch resistance, stretch energy reached equilibrium rapidly,

and less stretch energy was stored in the cloth in the transient régime.

Modifying the cloth’s shear resistance had a more visible effect. With low

shear resistance, the cloth’s final drape showed more sag, and the shearing was quite

evident in the cloth texture. When shear resistance was low, more shear energy was

stored in the cloth and the cloth swung freely. When the shear resistance was higher,

the cloth motion appeared highly damped.

Changes to bend resistance obviously influenced the cloth’s shape. With high

bend resistance, relatively few wrinkles formed, and the bends that did form stored

a large amount of bend energy.

3.2.4 Damping constants

From our observations of both real and simulated cloth, the only aspect of cloth mo-

tion that was visibly damped was bending. Both stretching and shearing behaviour

seemed to be overdamped, while bending behaviour was either underdamped or

overdamped, depending on the cloth material.

In the tablecloth draping experiments, the cloth either settled slowly on the

table or else fell quickly onto the table and swung back and forth several times before

settling to a steady state. This corresponded to overdamped and underdamped

behaviour, respectively. In the energy graphs, this can generally be seen by looking

for ringing behaviour in the total bend energy.

The impact of the stretch damping constant was fairly minimal. Subtle

19



kst energy (2.4 s) total energy

20

0 2.5
0

4.5 x 10−3

E
ne

rg
y

Time

50

0 2.5
0

4.5 x 10−3

E
ne

rg
y

Time

100

0 2.5
0

4.5 x 10−3

E
ne

rg
y

Time

200

0 2.5
0

4.5 x 10−3

E
ne

rg
y

Time

1000

0 2.5
0

4.5 x 10−3

E
ne

rg
y

Time

Shear

Bend

Stretch

Legend

Figure 3.4: Impact of stretch resistance on energy distribution.
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Figure 3.5: Impact of shear resistance on drape and energy distribution.
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Figure 3.6: Impact of bend resistance on drape and energy distribution.
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Figure 3.7: Impact of stretch damping constant on energy distribution.
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Figure 3.8: Impact of shear damping constant on energy distribution.

damping in the motion of the cloth was evident during the first second of movement,

but the final drape was unaffected. As shown in Figure 3.7, the energy graph

shows changes to the transient energy distribution, with obvious damping effects in

the stretch energy as the damping constant rose. Curiously, with very low stretch

damping (e.g., dst ≤ 2), the simulation could not be computed.

The shear damping constant also had only a minor effect on the cloth’s

behaviour. The cloth’s final drape and motion were unaffected by changes to this

constant. The energy graph shows predictable underdamped and critically damped

behaviour in the shear energy, but the transient behaviour was brief enough that

it had no major effect on the cloth’s motion. Figure 3.8 shows the cloth energy

distribution near the beginning of the simulation.
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Figure 3.9: Impact of bend damping constant on energy distribution.
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The bend damping constant had a very visible effect on the cloth’s movement.

As shown in the energy graphs in Figure 3.9, the bend energy was quite different

as the constant was changed, and this could also be seen in the cloth’s movement,

particularly at the corners. The damping was predictable and followed a typical

underdamped/overdamped form, but there was also some interesting smoothing.

When the bending damping constant was low, fine wrinkles formed in the cloth

during the early transient motion, while damping prevented these wrinkles from

forming when the bending damping constant was higher. The final drape position

was the same in all cases, however.
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Chapter 4

The Disparity Map

As described in the introduction, the bulk of this thesis addresses the issue of cloth

motion capture. In this chapter, some of the details of the first stage of the cloth

motion capture system are discussed, covering the construction of a disparity map

from input multibaseline stereo images.

The output of this stage of our system is three images of equal size: a rec-

tified greyscale camera image of the cloth and backdrop; a mask to distinguish the

cloth from the backdrop; and a disparity map, from which the depth at every pixel

can be inferred. The greyscale image and disparity map can be generated with a

standard stereo vision system, and the mask can be easily defined using background

subtraction.

Rectified images and epipolar geometry are a well-understood subject in

computer vision. Given a suitable system for camera calibration, it is easy to pro-

duce rectified images [84]. Stereo correspondence algorithms take two (or sometimes

more) rectified greyscale images as input, and produce a disparity map d(x, y) for

each pixel in one of the input images, typically stored as a greyscale image. Fig-

ure 4.1 demonstrates this process, although the disparity map shown here is some-

what idealised. The term disparity was originally used to describe the 2D vector

between the positions of corresponding features seen by the left and right eyes. It
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is inversely proportional to depth, and it is possible to define a mapping from an

(x, y, d) triple to a three-dimensional position.

right

top

left

near

far

disparity map

Figure 4.1: Stereo correspondence algorithms take two (or more) rectified images as
input and produce a disparity map.

There are a wide range of stereo correspondence algorithms. We refer the

reader to the excellent survey by Scharstein and Szeliski [97, 98, 99] for a taxonomy of

the available techniques. We used the Sum of Absolute Differences (SAD) correlation

method to reconstruct disparity maps. This is a very simple approach with a number

of major artefacts, and in the remainder of this chapter we discuss our solutions to

the shortcomings of SAD correlation. However, it should be noted that a more

sophisticated stereo correspondence algorithm (such as the graph cuts approach)

might be a more suitable solution, and could be easily substituted.

The SAD correlation method yields three major types of artefacts. First, in

some regions disparities are uncertain, and are left as “holes” in the disparity map,
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as demonstrated in Figure 4.2(a). Uncertainty can occur for a variety of reasons,

including insufficient texture, depth discontinuities or noisy images.

(a) (b) (c)

Figure 4.2: (a) original disparity map with holes; (b) hole-filled integer disparity
map; (c) after sub-pixel estimation. Intensity levels have been exaggerated to em-
phasise quantisation.

Second, most disparity maps are only computed to integer precision, i.e.

d(x, y) ∈ Z. When these disparities are inverted to obtain depth, the resulting

depthmap is visibly quantised, yielding a very jagged surface. Some algorithms

attempt to calculate a fractional part for each disparity using sub-pixel estimation,

but such techniques are still tentative and can produce incorrect results [100]. An

example of the errors corrected by sub-pixel estimation is shown in Figure 4.2(b).

Third, window-based stereo correspondence algorithms often exhibit a “fore-

ground fattening” effect near depth discontinuities between two objects. When this

happens, samples from the far object are mistakenly measured as having the same

disparity as samples on the near object, as demonstrated in Figure 4.3.

The stereo system we used is prone to all three of these problems. We have

developed a technique that smoothly fills holes and finds a fractional part to each

disparity to create a smoother surface, but we have no way to solve the problem of

foreground fattening. The fractional part is not measured from the input images,

as in the traditional sub-pixel estimation algorithms used by the vision community,

but is instead smoothly interpolated from the measured integer disparities.
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(a) (b)

Figure 4.3: Demonstration of the foreground fattening effect: (a) input image, with
foreground cloth on left and black background. (b) disparity map produced by
stereo correspondence algorithm.

We do not claim that our solution is a novel contribution to the field; we

merely document our approach in the interest of thoroughness. Our solution is

adapted to the particular needs of the stereo system we used, but it is likely possible

to find an existing stereo system that exhibits none of these problems. In the future,

we expect that standard stereo systems will solve these problems, and output from

a stereo system can be used directly without the modifications described here.

We have the option of operating on either the two-dimensional disparity map,

or the corresponding three-dimension surface. Given the structured nature of our

input data, we choose to operate directly on the disparity map in a two-dimensional

manner for the sake of efficiency.

4.1 The PDE Approach

Both hole-filling and sub-pixel estimation can be formulated as image interpolation

problems. Image interpolation is an image-based technique that involves filling holes

in an image with plausible data. The hole is not necessarily filled with smooth data,

but may sometimes involve extending discontinuities at the hole edge into the hole.

It has been well studied by researchers such as Bertalmio et al. [10], Caselles et

al. [26] and Pérez et al. [86], and is also studied as part of the larger problem of
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image inpainting. The general approach involves fixing the boundary of the hole,

and then solving a boundary-value partial differential equation (PDE) to interpolate

the interior of the hole. This is equivalent to applying a diffusion process, such

as isotropic diffusion or one of the many forms of anisotropic diffusion. For more

details on isotropic and anisotropic diffusion, refer to Black et al. [12]. For a detailed

description of the relation between diffusion and partial differential equations, see

Sapiro’s excellent book [96].

Caselles et al. also considered a different problem. They started with a

quantised image, i.e. only a limited set of intensity values, such as multiples of 30.

From this, they wished to produce a smooth image with integer intensity values

using an image interpolation algorithm. This would also produce a satisfactory

solution to our sub-pixel estimation problem; the disparity map can be viewed as

a quantised image, and smooth interpolation of the data would be a satisfactory

solution.

Caselles’ approach can be explained using a one-dimensional example, as

shown in Figure 4.4. Suppose that the image I(x) is quantised to image Iq(x) by

rounding image intensities to the nearest integer multiple of δ. We aim to interpolate

Iq(x) to form a smooth interpolated image Ii(x). Consider two adjacent points,

x0 and x1 at a step edge, Iq(x1) = Iq(x0)+δ. Clearly, the intensity of the unquantised

image I crossed the mid-intensity point Iq(x0) + δ
2

somewhere between x0 and x1.

We can take advantage of this and force the high point of each step edge down to

the mid-intensity point, i.e. fix Ii(x1) = Iq(x0) + δ
2
. Finally, these fixed points are

interpolated. A special case is required for step edges larger than δ, in which case

both the high and low side of the edge are fixed. Extension to a two-dimensional

image is straightforward, with the fixed points forming closed Jordan curves in the

plane. Caselles called these the boundaries of the level sets, but it should be noted

that his level sets are not directly related to standard levelset methods in computer

graphics [83].
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Figure 4.4: (a) one-dimensional example of Caselles’ approach, with black showing
quantised disparity map and red showing disparity map after interpolation using
diffusion; (b) boundaries of level sets in two-dimensional case.

We implemented Caselles’ approach, using a simpler isotropic diffusion pro-

cess for both hole-filling and interpolation of the quantised disparity map. An

isotropic diffusion process finds a solution to

∇2(I) = 0, (4.1)

which is also known as Laplace’s equation. Laplace’s equation is a special case of

Poisson’s equation, and is a classic example of an elliptic PDE. In this formula, the

∇2 operator is the Laplacian, where

∇2(I) = div(∇I).

Implementation of this approach was quite straightforward. The PDE was solved

by using an explicit integration scheme, with

I(t + ∆t) = I(t) + ∆t
∂I

∂t

where
∂I

∂t
= ∇2 (I(t)) .

32



and ∆t = 1. To improve performance, a hierarchical approach was used, solving

first on a low-resolution image, then using those results as the starting point for

diffusion on a higher-resolution image.

Initially, the results from this approach seemed reasonable. Performance

was quick, requiring only about two minutes per frame. Holes were smoothly filled,

showing C0 continuity and C1 continuity with the fixed hole boundary. Quantisation

artefacts were resolved, with C0 continuity. However, there were C1 continuity

problems at the fixed boundaries of the level sets used to interpolate the quantised

disparity map. The diffusion process did yield C1 continuity on either side of the

levelset boundary line, but the derivatives on either side of the boundary were not

identical. Consequently, the image gradient had clearly visible discontinuities along

the boundaries of the level sets.

Ultimately, more control was needed at the boundaries during diffusion. Like

Caselles, we fixed the value of the function at the boundary, known in the PDE

literature as imposing Dirichlet conditions on the boundary value partial differential

equation. Cauchy conditions are a standard alternative, where both the value and

the gradient are specified at the boundary as described in [87]. Unfortunately,

Cauchy conditions cannot be used, since the gradient at the boundary is unknown;

we only want the gradient on either side of the levelset boundaries to be the same. It

is possible that the biharmonic equation could provide this control over the system,

but we leave this as future work.

4.2 The Optimisation Approach

PDE methods were satisfactory for hole-filling, but could not solve the sub-pixel es-

timation problem. Using a diffusion-based approach, the only way to interpolate the

existing data to perform sub-pixel estimation was by introducing fixed boundaries

of the level sets. However, the interpolation can be achieved in a different manner.

As before, a solution to Laplace’s equation (Equation 4.1) is desired, starting
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from a variant,

∇2(I + ∆I) = 0, (4.2)

with I held constant and solving for ∆I. A strict interpolation of the quantised data

can be achieved by constraining ∆I to lie between − δ
2

and δ
2
. Under this constraint,

an exact zero solution to Laplace’s equation may not be found, but the equation

can be solved in a least-squares sense. In other words, find ∆I that minimises

∑

x,y

[

∇2 (Ix,y + ∆Ix,y)
]2

(4.3)

subject to − δ
2
≤ ∆Ix,y ≤ δ

2
. This is an optimisation problem, not a partial differen-

tial equation problem.

We use a finite-difference representation of the Laplacian,

∇2(I + ∆I) = (I + ∆I)x,y−1 + (I + ∆I)x,y+1 + (I + ∆I)x−1,y + (I + ∆I)x+1,y

− 4(I + ∆I)x,y. (4.4)

With a little juggling and remapping of indices, this can be expressed as a linear

system

Ax = b.

The image ∆I is flattened to form the vector x. Suppose that ∆I is w pixels wide

by h pixels high. Then, the first w entries of x are filled with the top row of ∆I,

followed by the second row, and so on. The constant coefficients of ∆I are placed

in the A matrix, and the constant I values are placed in vector b.

As shown in Figure 4.5 the matrix A is sparse with the standard 5-point

Laplacian structure, sometimes known as “tridiagonal with fringes.” The main

diagonal represents the central count in the finite-differencing scheme, the upper

and lower diagonals correspond to the right and left neighbours respectively, and

the fringe diagonals correspond to the lower and upper neighbours. The value ai on

the main diagonal is initially adjusted to ensure that the sum of each row is zero.
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Figure 4.5: General structure of A matrix used by optimisation approach for sub-
pixel estimation. The neighbour count ai is equal to the sum of the other elements
of the row (typically 4).

The problem can now be expressed in a simple, classic form. Find x that

minimises

||Ax − b||, (4.5)

subject to − δ
2
≤ xi ≤ δ

2

This is a constrained linear least-squares minimisation problem. We use

Matlab to solve this equation, and Matlab uses a subspace trust-region method

based on the interior-reflective Newton method, as described by Coleman et al. [29].

Some small modifications are made to this scheme for practical purposes.

Not all entries in I are valid, and this must be accounted for. Invalid samples are

excluded from both the A and b matrix. We adjust the central count ai to include

only the number of valid neighbour samples. Finally, for hole-filling, the boundary

values surrounding the hole are included in b but excluded from A.

In practical terms, this algorithm performs quite slowly. A hierarchical ver-

sion performs much better, and some minor edits to Matlab’s source files can im-

prove performance to about three minutes per frame. The appearance of the results
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is satisfactory, exhibiting both C0 and C1 continuity.

As noted before, the optimisation approach is only needed for sub-pixel es-

timation. Both the PDE and optimisation approaches produce satisfactory results

for hole-filling, and the PDE approach yields better performance.
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Chapter 5

Parameterisation

The parameterisation of the cloth surface follows several stages, similar in principle

to stages in many computer vision systems. First, features are detected in the

intensity image. Each feature is then matched with features in a flat reference

image of the cloth. The global structure of the parameterisation is analysed, and

invalid features are rejected. Finally, parameter values are interpolated for every

pixel in the input image.

5.1 Feature Detection

For feature detection, we use Lowe’s Scale-Invariant Feature Transform (SIFT) [76,

77]. Features detected using SIFT are largely invariant to changes in scale, illumi-

nation, and local affine distortions. Each feature has an associated scale, orientation

and position, measured to subpixel accuracy. Features are found at edges using the

scale-space image gradient. Each feature has a high-dimensional “feature vector,”

which consists of a coarse multiscale sampling of the local image gradient. The Eu-

clidean distance between two feature vectors provides an estimate of the features’

similarity. Lowe used SIFT features for the object recognition task, and considered

only rigid objects with a very small number of degrees of freedom. See Brown and

Lowe’s 2002 paper [21] for an example of object recognition. An upcoming paper
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by the same authors [22] uses SIFT for image registration in panorama stitching, a

very different problem. We make heavy use of SIFT features, but we must adapt the

matching to the parameterisation of cloth, a deformable surface with a very high

number of degrees of freedom.

We detect features in two different images. A scan of the flattened cloth is

used to obtain the reference image, a flat and undistorted view of the cloth. We use

the 2D image coordinates of points in the reference image directly as (u, v) parame-

ters for the features. This 2D parametric reference space is denoted R. The second

image is the input intensity image, called the captured image here. We refer to this

2D image space as the capture space, and denote it C.

We also work in world space W, the three-dimensional space imaged by the

stereo system. Capture space is a perspective projection of world space, and the

disparity map provides a discretised mapping from capture space to world space.

We map disparity values at discrete locations back to world space and use linear

interpolation to obtain a continuous mapping. Finally, we also work in the feature

space F . This is a 128-dimensional space containing the SIFT feature vectors for

both the reference and the captured features.

Capture space World space

u

v

Reference space

C W
R

Figure 5.1: Capture space C is an image of 3D world space W. Reference space R
is a flattened view of the cloth.

After applying SIFT to the reference and captured images, we obtain two
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sets of features,

Fr = {r |p(r) ∈ R, f(r) ∈ F}

Fc = {c |p(c) ∈ C, f(c) ∈ F}

where p(x) is the position of feature x within the image, and f(x) is the feature

vector associated with x. Each feature also has an associated scale s(x) ∈ R. An

example of these feature sets is shown in Figure 5.2.

(a) (b)

Figure 5.2: (a) reference feature set Fr; (b) captured feature set Fc.

If we can establish a one-to-one mapping between reference features and

captured features, then we know both the world space position and the reference

space position of every captured feature, allowing parameterisation. In the match-

ing stage of the algorithm described in Section 5.2, we construct this one-to-one

mapping, which we label Φ : C → R. It should be noted that a one-to-one mapping

is only feasible if the pattern in the reference image has no repetitions.

Cloth strongly resists stretching, but permits substantial bending; folds and

wrinkles are a distinctive characteristic of cloth. This behaviour means that sections

of the cloth are often seen at oblique angles, leading to large affine distortions

of features in certain regions of the cloth. Unfortunately, SIFT features are not

invariant to large affine distortions.
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To compensate for this, we use an expanded set of reference features. We

generate a new reference image by using a 2×2 transformation matrix T to scale the

reference image by half horizontally. We repeat three more times, scaling vertically

and along axes at ±45 � , as shown in Figure 5.3. This simulates different oblique

views of the reference image. For each of these scaled oblique views, we collect a set of

SIFT features. Finally, these new SIFT features are merged into the reference feature

set. When performing this merge, we must adjust feature positions, scales and

orientations by using T−1. This approach is compatible with the recommendations

made by Lowe [77] for correcting SIFT’s sensitivity to affine change.

Figure 5.3: Top row: a reference image and a horizontally scaled oblique view.
Bottom row: other oblique views.

5.2 Matching

The Euclidean distance in F given by ||f(r)− f(c)|| is the simplest metric for finding

a match between a reference feature r ∈ Fr and a given captured feature c ∈ Fc.

Unfortunately, in our tests with cloth this metric is not sufficient for good matching,

and tends to produce a sizable number of incorrect matches.

We would like to enforce an additional constraint while performing feature
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matching. The spatial relationship between features can help to eliminate bad

matches: any pair of features that are close in reference space must have matches

which are close in capture space. The converse is not always true, since two nearby

captured features may lie on opposite sides of a fold. If we could enforce this cap-

ture/reference distance constraint during the matching process, we could obtain

better results.

We can extend this notion by thinking about distances between features in

world space. Suppose that we have complete knowledge of the cloth surface in

world space (including occluded areas), and can calculate the geodesic distance in

W between two captured features cs, cn ∈ Fc:

∆dc = g (cs, cn) . (5.1)

Now, consider two reference features rs, rn ∈ Fr, which are hypothetical

matches for cs and cn. We know the distance in R between rs and rn, but we do

not know the distance between them in W. By performing a simple calibration

step, we can establish a scalar multiple relating distances in these two spaces. We

will multiply by αr to map a distance from R to W, and multiply by α−1
r for the

opposite mapping.

Using αr, the world space distance between the reference features can be

calculated.

∆dr = αr � ||p(rs) − p(rn)|| (5.2)

We will use these two distances to define the compression constraint and the stretch

constraint:

∆dr(1 − ks) < ∆dc < ∆dr(1 + ks) (5.3)

where ks is a constant defining the maximum allowable stretch.

We refer to the lower bound on ∆dc as the compression constraint, and the

upper bound is called the stretch constraint. If ∆dc > ∆dr(1+ks), then this choice of
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match implies that the captured cloth is very stretched; similarly, if the compression

constraint is violated, then this choice of match implies that the captured cloth is

very compressed. Provided that a reasonable choice is made for ks, we can safely

reject matches that violate the stretch constraint or the compression constraint.

Figure 5.4 illustrates these constraints.

R

rs

∆d(1 − ks)
−1

∆d = α−1
r � g̃(cs, cn)

∆d(1 + ks)
−1

Figure 5.4: If we fix two captured features cs and cn and one reference feature rs, the
stretch and compression constraints require the remaining reference feature to lie in
a ring centred on rs. The ring’s inner and outer radii are derived from Equations 5.2
and 5.3.

In our real-world setting, finding the geodesic distance between captured

features is more difficult. In situations where the entire cloth surface between cs and

cn is visible, we define a straight line between cs and cn in C, project this line onto

the surface in W, and integrate along the line. This will not find the geodesic

distance, but will closely approximate it.

∆dc = g̃(cs, cn) (5.4)

While this tends to overestimate g(cs, cn), it is still preferable to computing the

actual geodesic distance, which is prohibitively expensive.

In some situations, sections of the cloth surface on the geodesic line between
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cs and cn will be occluded. We can detect such situations using the same line

integration method as before, scanning for discontinuities in depth along the line.

When occlusion occurs, there is no way of estimating the actual geodesic distance

g(cs, cn). However, we can still use g̃(cs, cn), which in this case is likely to be an

underestimate of g(cs, cn). The stretch constraint can be applied to these features,

but we cannot use the compression constraint, since the amount of fabric hidden in

the fold is unknown at this point.

In contrast to the distance metric in feature space, the stretch and compres-

sion constraints are applied to pairs of matched features. To accommodate this, we

adopt a seed-and-grow approach. First, a small number of seeds are selected, and

these seeds are then matched using only the feature space distance metric. For each

seed, we “grow” outwards in capture space, finding nearby features and matching

them. As we find features, we can use a nearby pre-matched feature to enforce the

stretch constraint.

5.2.1 Seeding

The seeding process is straightforward. We select a small subset of captured features

F′

c ⊂ Fc, and find matches for them in a brute force manner. For each c ∈ F′

c, we

compare against the entire reference feature set Fr, and we use the feature-space

distance between c and r ∈ Fr to define the quality of a match. To improve the

speed of the brute force matching, we use Beis & Lowe’s best bin first algorithm [9];

this is an approximate search in a k-d tree. (It is approximate in that it always

returns a close match, but not always the best match possible.) We then sort F′

c by

the feature-space distance, and apply the growth process on each seed in order,

from best-matched to worst. The growth process classifies captured features into

three sets: matched, rejected and unknown. If a seed fails to grow, the seed itself

is classified as rejected. After all seeds have been grown or rejected, we construct a

new F′

c from the remaining unknown captured features.
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To help the process, we prefer captured features with a large SIFT scale

s(c) when selecting F′

c. In the first iteration, F′

c consists of the largest features,

followed by a smaller group, and so on until a minimum scale is reached. Large

features are only found in relatively flat, undistorted, and unoccluded regions of the

cloth. In these regions, the growth process will be able to proceed rapidly without

encountering folds or occlusions, rapidly reducing the number of unknown features.

This rapid growth reduces the number of features which must be considered as seed

candidates. The use of the seeding process should be reduced as much as possible,

since it cannot make use of the stretch and compression constraints, and hence must

resort to relatively inefficient and unreliable brute force matching.

5.2.2 Growing

The growth process is controlled with a priority queue. Each entry in the priority

queue is a matched source feature cs ∈ Fc on the edge of the growth region. The

queue is sorted by capture space distance from the seed, ensuring an outward growth

from the seed. The queue is initialised with the seed point alone. The source features

are extracted from the queue one at a time.

Let us consider one such source feature, consisting of cs and rs = Φ(cs). To

grow outwards, we iterate over all features cn in the neighbourhood N(cs) of cs in

capture space. N(cs) is a circle of radius rc centred on cs. For a given cn, the match

candidates are the reference space features which pass the stretch and compression

constraints. These candidate features lie in a ring around rs, as shown in Figure 5.4.

To select the best match among the match candidates, we use the feature

space distance ||f(cn)− f(rn)|| for each candidate rn. The closest match is accepted,

provided that the distance in F is below a threshold.

The growth process requires knowledge of neighbouring features in capture

space, and neighbours within a ring in reference space. We efficiently retrieve these

neighbours by performing binning in a preprocessing stage.
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5.3 Verification

The growth algorithm enforces constraints during the matching process, but it only

works with two features at a time. A feature matched by the seed-and-grow process

may be acceptable when compared with one of its neighbours, but it may be clearly

incorrect when all neighbours are examined. During the growth process, however,

it is difficult to perform any global verification, since information about the cloth is

sparse and incomplete. After the seed-and-grow algorithm has completed, we can

verify the accuracy of matches. At this stage, we will only reject bad matches, and

will not attempt to make any changes to Φ(c).

We attempt to correct two types of errors in the matching process. In the

following, we will refer to the features matched during growth from a single seed

as a seed group. A feature error occurs within a seed group, when a few isolated

features in the group are badly matched but the bulk of the group is valid. A seed

error occurs when a bad seed is accepted, in which case the entire seed group is

invalid. We propose a three-stage solution to deal with these errors.

The stages are very similar, so we describe the general operation first. We

operate on the Delaunay triangulation of the captured features, and we use a voting

scheme to determine the validity of features or seed groups. One vote is assigned

to each outwards edge. For a feature, every incident edge is used; for a seed group,

every edge connecting a seed group feature to a different seed group is used. The

vote is decided by evaluating the stretch and compression constraints on the edge.

Finally, we calculate a mean vote for each feature or seed group, and reject the

features or seed groups with the poorest mean vote. We repeat the process until all

features or seed groups pass a threshold mean vote.

In the first stage of verification, we operate on each seed group in turn, and

consider only feature errors within that seed group. Subsequently, we consider only

seed errors between the seed groups. Finally, we do a repeat search for feature

errors, this time operating on the entire set of remaining features. Typically, this
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final stage helps to eliminate bad features at the edge of the seed groups.

The entire verification process could be formulated as a simulated annealing

algorithm. This would have the benefit of a better theoretical grounding; a con-

tinuous measure of error instead of a pass/fail threshold; and it would be easier to

extend to include different types of errors. A simulated annealing scheme might also

be suitable for correcting interframe errors, improving temporal coherence. This is

left as future work.

5.4 Geometry Parameterisation

(u, v) sample

disparity sample disparity + (u, v) sample

Figure 5.5: After verification, we have dense, regular disparity samples and sparse
irregular (u, v) samples. We interpolate the (u, v) samples to achieve a uniform
regular sampling of both geometry and parameterisation.

After verification, we are left with a set of reliable features, and a dense,

regularly sampled disparity map, as shown in Figure 5.5. We would like to construct

a unified representation that contains both 3D and parametric data, sampled in

the same pattern. We choose to interpolate the parametric information given by

the features to construct a dense, regularly sampled parametric map corresponding

directly to the disparity map.

An interpolation in capture space is not sufficient, as demonstrated in Fig-
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ures 5.6 and 5.7. As can be seen, linear interpolation in capture space leads to

unacceptable distortions on the surface in world space. Instead, what is needed is

linear interpolation along the surface (the arc in Figure 5.6). This must be extended

from the one-dimensional example in the figure to a surface.

0 10.50.4

0
0.4

0.5 1

C

W

Figure 5.6: Example where linear interpolation of parameter values in C results in
distortion of parameters when projected into W.

This problem is similar in principle to the non-distorted texture mapping

problem described by Lévy and Mallet [69] and others. Their technique enforced

two primary constraints, perpendicularity and constant spacing of isoparametric

curves on the surface. These goals are unfortunately not the same as our own: we

desire constant spacing of isoparametric curves, but we would like to allow non-

perpendicularity. In the language of the cloth literature, little or no stretch is

permitted, while shearing may take place. Our problem is therefore subtly distinct

from many of the standard problems in non-distorted texture mapping or mesh

parameterisation.

First and foremost, we aim to perform a pure interpolation, retaining the

parameterisation at all feature points. We choose to operate on individual triangles

within the capture space Delaunay triangulation of the feature points. Within each

such triangle the goal, like Lévy & Mallet, is to have constant spacing of isopara-

metric curves. We make no guarantees of C1 or C2 continuity across triangles.

Our interpolation scheme is recursive, and operates on a triangle mesh in
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Figure 5.7: Left: capture space interpolation. Right: our interpolation method.

capture space, typically a Delaunay triangulation of the input features. Parameters

are known at every vertex of the mesh. Each triangle represents a curved surface

patch, with the shape of the patch defined by the underlying disparity map.

We recursively subdivide each triangle into four smaller triangles using the

standard 4-to-1 split, but with one slight difference. Instead of inserting new vertices

at the capture space midpoint of each edge, we insert at the geodesic midpoint. In

other words, if the endpoints of an edge are given by c1 and c2, the new vertex

v ∈ C satisfies g̃(c1, v) = g̃(v, c2) (where g̃ is the approximate geodesic distance from

Equation 5.4), but it does not in general satisfy ||p(c1) − v|| = ||v − p(c2)||. Since

this point lies midway between the endpoints, its parametric position is the average

of the endpoints’ parameters. We form four new triangles using the three original

vertices and the three new midpoint vertices, and proceed recursively on the smaller

triangles.

The recursion stops when a triangle encloses exactly one disparity sample.
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At this point, the triangle can be treated as flat. To find the parameters at the

disparity sample location, we associate barycentric co-ordinates with the sample

location and linearly interpolate the parameters of the triangle’s vertices.

This interpolation scheme still has several problems. It is possible that the

correct interpolation between two features in C follows a slightly curved path in R,

instead of the straight line path used in this interpolation algorithm. The distortion

caused by this approximation should be relatively subtle. More importantly, folds

should receive special treatment during interpolation. In theory, it may be possible

to make a reasonable guess about the world-space position of occluded regions hidden

by the fold, but we leave this as future work.

The final issue in interpolation is finding an appropriate way to resist shear-

ing. In our approach, shearing is not dealt with directly (as Lévy and Mallet did),

but we are not certain that this is the best decision. Cloth permits shearing, but

it does also resist it. Our scheme does not explicitly incorporate this behaviour.

Any algorithm which does mix stretch and shear resistance will have to choose a

means of balancing resistance to these two types of forces. It is hard to envision a

suitable way of balancing stretching and shearing without some knowledge of the

cloth material; we leave this as future work.
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Chapter 6

Results

In this chapter, the results produced by our cloth capture system are described in

detail. A 63 × 67 cm cloth was selected for capture, with line art images printed

on it in a distinct, non-repeating pattern. The SIFT system detects features using

edges, and line art provided a natural way of obtaining a high density of edges.

The system was tested with several cloth motions. The principal test consisted of

drawing one corner of the cloth along a string, over the course of 20 frames. The

numbers cited here refer to this dataset.

Figure 6.1: The Digiclops camera used for triocular video acquisition.
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Input data was acquired using a triocular Digiclops camera from Point Grey

Research, shown in Figure 6.1. Images were captured at a resolution of 1024 × 768

and a rate of 10 Hz. The Triclops SDK was used to create a disparity map using

a Sum of Absolute Differences (SAD) correlation method, and conservative settings

yielded a sparse but reliable disparity map. The stereo mask was kept to a small 7×7

window to limit foreground fattening. A mask image of the cloth was constructed by

thresholding and combining the intensity and disparity images. The reference image

was acquired using a flatbed scanner and image stitching tools, and was scaled down

to a resolution of 992 × 1024.

The feature detector found 21 000 features in the reference image, and an

additional 43 000 features in the oblique views of the reference image. The captured

images yielded 4200–6400 features, with the number of features typically directly

proportional to the visible cloth area. Feature vectors of 128 dimensions were used,

but smaller sizes would also likely be suitable.

The seed-and-grow algorithm accepted matches for 50–60% of the captured

features. Stretch and compression of up to 10% was permitted. This margin allowed

for error in our approximation of geodesic distance, g̃(cs, cn), and permitted some

diagonal stretch (i.e., shear) in the cloth, but was still sufficient to perform quality

matching.

In the main dataset, the first ten seeds were typically sufficient to classify

over 50% of Fc, and the first 80% of Fc was usually classified using the first thirty

seeds. This process was fairly quick and efficient, and yielded a good dense map of

features in the flat regions of the cloth.

Classification of the final 20% of Fc, however, was much slower. These fea-

tures were typically near folds or poorly illuminated regions of the cloth, and little

growth was possible. Consequently, many of these features had to be matched with

a slow brute force algorithm, and many were later rejected by the verification al-

gorithm. Nevertheless, a few good matches were made, justifying the continued
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search.

We found that the oblique reference views for the SIFT algorithm were def-

initely valuable for the matching process. Of the matched captured features, over

half were matched with reference features from oblique views. Some extremely

oblique views were also attempted, scaling the reference image by a factor of four.

These views gave very small improvements, usually amounting to less than 5% of

all matches, and we therefore chose not to use them.

The verification algorithm was fairly conservative in its acceptance of fea-

tures, rejecting over 40% of the matched features. Table 6.1 shows the number

of accepted features after feature detection, matching, and verification. As can be

seen, only 46% of the detected features were accepted. Despite using a conserva-

tive verification, it was still possible to track roughly an order of magnitude more

features than would be feasible with traditional motion capture or using Guskov’s

method. [44, 46, 45]

Frame Visible Initial Matched Verified
area features features features

1 271k 6464 4978 2980
6 271k 6458 4966 2948
11 241k 5710 4349 2481
16 207k 4731 3558 2064
20 190k 4249 3233 1861
Average 236k 5567 4408 2578

Table 6.1: Number of features found, matched, and verified for selected frames.

The performance of the system is shown in Table 6.2. Matching was clearly a

bottleneck in the system, and the seeding process was the slowest part of matching.

The speed of matching on each frame was highly dependent on the initial success of

the growth algorithm.

Our final results after parameterisation are shown in Figure 6.2. A checkered

texture is used to illustrate the parameterisation of the surface, but clearly any

texture could be applied.
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Frame Hole filling, Feature Matching Verification &
smoothing detection parameterisation

1 3:15 0:14 2:15 0:36
6 2:53 0:15 2:18 0:42
11 2:34 0:14 2:03 0:33
16 2:47 0:14 1:41 0:28
20 2:17 0:16 1:27 0:25
Average 2:46 0:15 1:57 0:34

Table 6.2: Performance of our system in selected frames, measured in seconds on a
Pentium IV 1.8GHz system.

Capture of fast-moving cloth was practical using this system. Figure 6.3

demonstrates one example, where the top left corner of the cloth fell and pivoted

about the fixed corner in the top right. This image was taken at the start of the

fall, where the left side of the cloth is moving quickly while the right side stays still.

Motion blur is evident in the fast-moving left side. As can be seen, capture and

parameterisation were successful in both the slow-moving and fast-moving sections

of the cloth. SIFT features are scale-invariant, and consequently large features could

still be found in the presence of motion blur. We are unaware of any other tracking

technology that could achieve similar results.
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35

Figure 6.2: Top row: input images, frames 6,11,16. Middle row: parameterised
geometry with checkered texture. Bottom row: comparison of matched and verified
feature density in R

54



Figure 6.3: Left: captured image of fast moving cloth. Right: parameterised geom-
etry. Left inset is moving quickly while right inset is still.

55



Chapter 7

Conclusions

In this thesis, we have studied various aspects of cloth simulation parameters, fo-

cusing on a novel method for capturing the motion of cloth. Additionally, our

experiments in Chapter 3 demonstrated the influence of the parameters of one cloth

simulator, and also highlighted the damping effects of large timesteps.

Our cloth capture method is based on a multi-baseline stereo algorithm to

capture partial geometry, and the SIFT feature detection algorithm for recovering

the parameterisation on that geometry. We employ smoothing and interpolation to

fill holes in the geometry due to occlusion or lack of texture, but emphasise that a

more sophisticated stereo algorithm could easily be substituted to eliminate these

problems.

We have presented a novel seed-and-grow algorithm for recovering the pa-

rameterisation of cloth surfaces. One of the advantages of our approach is that we

can track features even if they move rapidly and are therefore blurred in the frames

of the animation. None of the previous work is capable of dealing with situations

like this. This success is made possible by using the SIFT approach (which works

for blurred features due to its multi-resolution character), and by not relying on

temporal coherence between frames (i.e. by solving the recognition rather than the

tracking problem). On the down side, by not making use of frame-to-frame coher-
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ence, we risk having cloth animations that are not as stable as they could be. In the

future, we would like to apply temporal filtering to the feature positions to improve

frame-to-frame coherence. This would still allow tracking of fast moving parts of the

cloth, but would also stabilise slow moving and static parts, and could be achieved

through a more sophisticated verification algorithm using simulated annealing.

In our specific implementation, we have used a single trinocular vision system

for the geometry recovery. This limits our field of view so that we can only recover

single-sided cloth such as towels, curtains, and similar objects. However, it is im-

portant to note that our method will extend to calibrated camera systems with any

number of cameras. Systems with many synchronised and calibrated cameras are

already quite common for traditional motion capture. In our setting, they should

allow us to capture objects such as clothing.

Even with multiple cameras, however, there will always be regions where folds

occlude sections of the cloth. The parametric information found by our algorithm

could be used to estimate the area of the occluded region and hence to infer the

probable geometry in occluded regions. We leave this as future work.

The use of a passive algorithm such as multi-baseline stereo has the advan-

tage that colour and possibly reflectance can be acquired at the same time as the

geometry and parameterisation. Our feature detection complements the stereo ge-

ometry acquisition, as both systems benefit from a richly detailed pattern printed on

the cloth. In order to preserve the possibility for colour and reflectance capture, the

pattern (and hence the stereo acquisition) could be restricted to a frequency outside

the visible spectrum. For example, we could print the patterns with a paint that

only changes infrared reflectance. The stereo cameras would then have to operate

in the infrared spectrum, similar to the setup in Light Stage 2 [31].

Finally, the captured cloth geometry and parameterisation could be used to

solve the problem of cloth parameter recovery, improving the results obtained by

Bhat et al. [11]
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The premise of cloth parameter recovery is that a single set of parameters

can be inferred from a series of experiments with a given cloth material, and then

retargetted to novel cloth motion to imitate the material’s behaviour. However, this

premise may not be valid. As our experiments demonstrated, cloth behaviour in

Baraff and Witkin’s simulator is highly dependent on the choice of timestep, with

large timesteps causing a strong damping effect on cloth motion. This makes the

recovery of damping parameters ill-posed, since a given set of recovered damping

parameters cannot necessarily be retargetted to yield similar motion. Instead, re-

targetting will produce variable amounts of damping proportional to the timestep,

a parameter which cannot be recovered. Further study of this problem is necessary,

including experiments with other cloth simulators.

Once damping in cloth simulation models is sufficiently well understood, the

cloth motion capture algorithm presented here should be a useful tool for recovering

cloth simulation parameters. This area appears to be a fruitful direction for future

research.
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